
How to provide automated feedback on the writing
process? A participatory approach to design writing
analytics tools

Rianne Conijna,b , Roberto Martinez-Maldonadoc , Simon Knightd ,
Simon Buckingham Shume , Luuk Van Waesb and
Menno van Zaanenf

aDepartment of Cognitive Science and Artificial Intelligence, Tilburg University, Tilburg, The
Netherlands; bDepartment of Management, University of Antwerp, Antwerp, Belgium; cFaculty
of Information Technologies, Monash University, Melbourne, Australia; dFaculty of
Transdisciplinary Innovation, University of Technology, Sydney, Australia; eConnected
Intelligence Centre, University of Technology, Sydney, Australia; fSouth African Centre for
Digital Language Resources, North-West University, Potchefstroom, South Africa

ABSTRACT
Current writing support tools tend to focus on assessing
final or intermediate products, rather than the writing pro-
cess. However, sensing technologies, such as keystroke log-
ging, can enable provision of automated feedback during,
and on aspects of, the writing process. Despite this poten-
tial, little is known about the critical indicators that can be
used to effectively provide this feedback. This article pro-
poses a participatory approach to identify the indicators of
students’ writing processes that are meaningful for educa-
tional stakeholders and that can be considered in the
design of future systems to provide automated, personal-
ized feedback. This approach is illustrated through a quali-
tative research design that included five participatory
sessions with five distinct groups of stakeholders: bachelor
and postgraduate students, teachers, writing specialists,
and professional development staff. Results illustrate the
value of the proposed approach, showing that students
were especially interested in lower-level behavioral indica-
tors, while the other stakeholders focused on higher-order
cognitive and pedagogical constructs. These findings lay
the groundwork for future work in extracting these higher-
level indicators from in-depth analysis of writing processes.
In addition, differences in terminology and the levels at
which the indicators were discussed, highlight the need for
human-centered, participatory approaches to design and
develop writing analytics tools.
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Introduction

Academic writing plays a critical role in higher education, but it is a dif-
ficult skill for students to develop irrespective of their language back-
ground – i.e. first language (L1) or second language (L2) writers (Ferris,
2011; Staples, Egbert, Biber, & Gray, 2016). Several meta-analyses have
shown that strategy instruction is one of the most effective interventions
in improving writing (Graham, McKeown, Kiuhara, & Harris, 2012;
Graham & Perin, 2007). Strategy instruction is defined as ‘explicitly and
systematically teaching students strategies for planning, revising, and/or
editing text’ (Graham & Perin, 2007, p. 449). For strategy instruction,
and especially for targeting higher education students who already
adopted some (un)successful writing strategies, it is important to gain
insight into students’ writing processes; including the cognitive and
behavioral actions involved in writing. This can allow teachers to assess
students’ writing to evoke students to reflect on the current strategies,
and to teach new and more effective writing strategies.
However, it is often difficult or even impossible for teachers to gain an

understanding of students’ writing processes, especially in large class-
rooms or online settings. This may be one of the main reasons why
most teachers provide feedback on the characteristics of students’ final
writing products rather than the process. Similarly, the number of writ-
ing studies that focus on the relationship between the characteritsics of
the final text and quality indicators outnumbers by far the studies
focused on the writing process (cf. Crossley, 2020). This is partly because
it is often challenging to gain awareness of the writing processes, as
some processes and writing strategies might be implicit and hard to ‘see’.
Some insight into these processes can be gained via direct observations,
video analysis, or think-aloud protocols (e.g. Sol�e, Miras, Castells,
Espino, & Minguela, 2013; Tillema, van den Bergh, Rijlaarsdam, &
Sanders, 2011). Yet, these approaches are time-consuming, not scalable,
and hard to put into practice in realistic educational situations and for
the purposes of providing feedback to students.
Automatic data collection has been increasingly proposed as a poten-

tial way to shed light on the process writers follow to create their final
writing products. One example is keystroke analysis, which has been
used to examine the timing of every key pressed during the writing pro-
cess (Lindgren & Sullivan, 2019). Keystroke analysis has been proposed
as a scalable solution to capture evidence that could be used to help
teachers gain insight into students’ writing processes (Ranalli, Feng, &
Chukharev-Hudilainen, 2018). However, current indicators extracted
from keystroke data are still relatively low-level behavioral features
(Galbraith & Baaijen, 2019). These include, for example, keystroke

2 R. CONIJN ET AL.



frequencies or timings between keystroke events. These indicators require
additional sources of contextual information to be meaningful or to
point at critical cognitive processes.
As a result, more work is needed to gain a deeper understanding about

which indicators need to be extracted from keystroke or alternative sour-
ces of data to gain meaningful insights into students’ writing processes.
This can inform the design of computer-based language tools that assist
writing strategy instruction. We argue that it is important to first deter-
mine what indicators of the writing process are desired by different
stakeholders (e.g. students and teachers) according to their learning and/
or pedagogical intentions. These indicators in turn can be assessed to
identify whether they are useful and technically feasible to be obtained.
To the best of our knowledge, no prior studies have systematically exam-
ined which indicators of the writing process can be useful to support
teaching and learning, according to authentic stakeholders’ needs.
Therefore, this article proposes a participatory approach to identify what
evidence would be useful to extract from the writing process and its
potential instructional uses in higher education. These indicators can
ultimately be used to develop a computer-based system designed to sup-
port writing: a writing analytics tool (or writing tool in short).

Literature review

Writing process models

Writing processes have been deeply studied over the past decades
(Bereiter & Scardamalia, 1987; Flower & Hayes, 1981; Hayes, 1996, 2012;
Kellogg, 1996; Leijten, Van Waes, Schriver, & Hayes, 2014).
Comprehensive overviews of classic writing process models have been
reported by Alamargot and Chanquoy (2001), Becker (2006) and
Galbraith (2009). In this article, we adopt Flower and Hayes’ (1981)
model, as it is the pragmatic model that fits our design purpose.
Although the model was originally employed to explain the writing proc-
esses in L1 language learning, it has been further adopted in studies
aimed at understanding writing across L1 and L2 contexts (e.g.
Chenoweth & Hayes, 2001, 2003). The model defines three cognitive
processes involved in writing composition, namely planning, translating,
and reviewing. Planning consists in the generation of ideas, organization,
and goal setting; translating describes the process of translating these
ideas into (written or typed) language; and reviewing consists in evaluat-
ing and revising the text produced so far.
These cognitive processes are highly dependent on the writers’ envir-

onment, and hence need to be explored within the context of this
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environment (Van Lier, 2000). In addition, these processes are not ran-
domly distributed over the time of the writing process, and hence need
to be explored in relation to time, or when they occur during the writing
process (Rijlaarsdam & Van den Bergh, 1996). Specifically, time needs to
be considered because it might give more information about the order
and purpose of the processes (Rijlaarsdam & Van den Bergh, 1996). As a
result, later in this article we will consider the writing processes in rela-
tion to time and the particular aspects of the writers’ task environment.
These aspects are: (1) the collaborators and critics of the student’s writ-
ing (e.g. comments from teachers and peers); (2) transcribing technology
used (e.g. using a keyboard versus handwriting); (3) task materials and
written plans (e.g. readings and task descriptions); and (4) the text writ-
ten so far (e.g. the tone of the current version of a manuscript;
Hayes, 2012).

Data about writing processes

Keystroke analysis has been proposed as a useful tool to gain insights
into the writing process (Leijten & Van Waes, 2013; Lindgren &
Sullivan, 2019). However, the use of keystroke data has been criticized
because it is hard to associate low-level behavioral actions with higher-
level cognitive processes (Galbraith & Baaijen, 2019). Yet, various ele-
ments, such as pauses, revisions, and production bursts have been suc-
cessfully related to theory and models on writing processes.
For example, the identification of pauses while writing and, in particu-

lar, pauses between words and between sentences (rather than within
words) have been related to Flower and Hayes’ (1980) planning and
reviewing processes (Baaijen, Galbraith, & de Glopper, 2012; Medimorec
& Risko, 2017). Longer pauses are suggested to indicate a higher cogni-
tive effort (Van Waes, van Weijen, & Leijten, 2014; Wallot & Grabowski,
2013; Wengelin, 2006). Revisions have been related to the reviewing pro-
cess (Van Waes et al., 2014) and non-linearity in the writing process
(Baaijen & Galbraith, 2018). Lastly, production bursts (i.e. sequences of
text production without a long pause; Kaufer, Hayes, & Flower, 1986)
are described as part of Flower and Hayes’ (1980) translation process.
These instances can be identified from keystroke data as fluently pro-
duced sequences of keystrokes, without a long pause. Writing processes
that are characterized by longer and more frequent production bursts,
have been related to higher writing proficiency (Deane, 2014).
In sum, keystroke data can, at least to some extent, be used to auto-

matically gain insight into writing processes. However, the current varia-
bles extracted from keystroke data, such as keystroke frequency or low-
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level pauses between keystrokes, may not be directly useful to provide
writing feedback. Therefore, in this study we aim to identify what ele-
ments of students’ writing processes are desirable for providing feedback
on the writing process.

Writing tools: process data and their design

Providing personalized and timely feedback on writing is a time-inten-
sive task for teachers. To address this problem, a wide variety computer-
based systems have been developed to support writing instruction and
assessment (for an overview, see Allen, Jacovina, & McNamara, 2015;
Limpo, Nunes, & Coelho, 2020). Three main categories of writing tools
have been identified based on their functionality: automated essay scor-
ing (AES), automated writing evaluation (AWE), and intelligent tutoring
systems (ITS; Allen et al., 2015).
AESs are grading systems that can be used for summative assessment, to

replace or assist teachers in assessing writing quality (Dikli, 2006), for
example e-rater (Attali & Burstein, 2006). By contrast, AWEs are intended as
formative assessment tools, providing more detailed feedback and correction
suggestions (Cotos, 2015), for example Criterion (Link, Dursun, Karakaya, &
Hegelheimer, 2014) and AWA/AcaWriter (Knight, Shibani, Abel, Gibson, &
Ryan, 2020, Knight, Martinez-Maldonado, Gibson, & Buckingham Shum,
2017). ITSs are the most complex systems. They can provide automated
feedback and instructional interventions, enable interactivity, and can pro-
voke students’ reflection through probing questions (Ma, Adesope, Nesbit, &
Liu, 2014). ITSs are widely available in domains such as mathematics and
business, but less in more ill-defined domains such as reading and writing
(Steenbergen-Hu & Cooper, 2014). Two examples of ITSs targeted at sup-
porting writing are eWritingPal (Roscoe, Allen, Weston, Crossley, &
McNamara, 2014) and ThesisWriter (Rapp & Kauf, 2018).
All three types of systems have been extensively studied in the writing

context and have been shown to enhance student motivation, autonomy,
and improve writing quality to different extents (Cotos, 2015). However,
the majority of these systems use a product-oriented approach, in which
feedback is provided on students’ written products (Cotos, 2015; Wang,
Shang, & Briody, 2013). Only some tools provide additional resources to
aid the writing process. For example, Criterion provides a portfolio his-
tory of drafts, to gain insight into one’s writing progress over time (Link
et al., 2014); eWritingPal includes lecture videos with animated agents to
teach strategies for pre-writing, drafting, and revising (Roscoe et al.,
2014); ThesisWriter suggests some strategies for improving research
report writing (Rapp & Kauf, 2018), and the Inputlog Process Report
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consists of an automatically generated text file addressing different per-
spectives of the writing process: pausing, revision, source use, and flu-
ency (Vandermeulen, Leijten, & Van Waes, 2020). Apart from the latter,
none of these tools yet collect evidence from the writing process nor pro-
vide feedback on specific writing processes.
Indeed, automated, personalized writing tools are generally hard to

develop for writing, for at least two reasons. First, as writing is an ill-
defined domain (Allen et al., 2015; Steenbergen-Hu & Cooper, 2014),
writing specialists need to be involved in the development of such tools
(Cotos, 2015). Second, these systems are used less and less effective if
they are not integrated into instructors’ learning design (i.e. the teaching
materials, the sequencing of learning tasks; Link et al., 2014; Lockyer,
Heathcote, & Dawson, 2013). Most of current studies reporting on writ-
ing tools have included specialists, teachers, and other stakeholders only
after the development of such tools (El Ebyary & Windeatt, 2010; Rapp
& Kauf, 2018; Roscoe et al., 2014).
The issue of not invoking the voices of educational stakeholders in the

design of data-intensive, learning analytics tools is also prevalent in other
areas of application (Prieto-Alvarez, Martinez-Maldonado, & Anderson,
2018). In response, there has been a growing interest in collaborating with
educational stakeholders early on in the design of writing analytics tools,
and learning analytics tools in general (e.g. Buckingham Shum, Ferguson, &
Martinez-Maldonado, 2019; Dollinger, Liu, Arthars, & Lodge, 2019;
Martinez-Maldonado et al., 2016; Wise & Jung, 2019) By including informa-
tion from writing specialists to identify why and how particular affordances
are needed, rather than simply including all features that are technically
feasible, the design could be improved (Cotos, 2015). This way, the design
can also be better tuned to the educational context (Conde & Hern�andez-
Garc�ıa, 2015). When writing tools are tuned to the educational context,
they can be perceived more positively by students, resulting in a higher
adoption (Shibani, Knight, & Shum, 2019).
This article presents a study which illustrates our participatory

approach by conducting participatory sessions with educational stake-
holders before the design of writing analytics tools, to determine what
indicators of students’ writing processes are desirable to provide auto-
mated, personalized writing feedback in higher education and how these
can be connected with teachers’ learning designs.

Approach

A qualitative research design was implemented to identify what evidence
would be useful to extract from the writing process and its potential
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instructional uses in higher education. The importance of qualitative
research in computer assisted language learning has been recently
emphasized, as it can inform the design, development, and evaluation of
language tools through a deeper understanding of the stakeholders
involved (Levy & Moore, 2018). As a result, participatory sessions were
conducted, using the focus group technique (Kidd & Parshall, 2000).
These sessions aimed at capturing multiple stakeholders’ perspectives on
the indicators that can provide meaningful insights into students’ writing
processes and that can be used in the design of writing analytics tools.
Within a participatory approach, it is important to include different

groups of stakeholders, as the ideas might differ across stakeholders
(Woolner, Hall, Wall, & Dennison, 2007). Different stakeholders in writ-
ing instruction have shown to feature quite different perceptions on aca-
demic writing (Itua, Coffey, Merryweather, Norton, & Foxcroft, 2014;
Lea & Street, 1998; Wolsey, Lapp, & Fisher, 2012). For example, students
have indicated content and knowledge as the two most important criteria
items for assessing essay writing (Norton, 1990), while teachers consider
argument and structure to be the key items they use in their assessments
(Lea & Street, 1998; Norton, 1990). Therefore, we included five groups of
stakeholders in our study: bachelor students, PhD students, teachers, pro-
fessional development staff, and writing researchers. Bachelor and PhD
students were chosen to represent groups of students with relatively low
and relatively high experience in academic writing, respectively. More
expert writers tend to be more strategic in their writing processes, com-
pared to novice writers (Kaufer et al., 1986), and hence might desire
insight into different aspects of their writing process. Teachers and pro-
fessional development staff were included, to identify desired indicators
from the teacher and teacher trainers’ perspective. Lastly, writing
researchers were included to identify desired indicators based on writing
research and theory, and to better connect writing analytics to educa-
tional practice (cf. Buckingham Shum et al., 2016).
Outcomes from the participatory sessions can be used by researchers,

designers, and educational technology vendors to inform the design and
development of computer-assisted writing tools. In addition to design rec-
ommendations, we specify what information needs to be collected to pro-
vide (automated) feedback and identify to what extent this could be done
using keystroke analysis. Accordingly, this study illustrates how a human-
centered approach can be adopted into the particular context of writing
analytics, which can also be useful for the broader area of learning analytics.
Specifically, we aim to address the following research questions:
RQ1: What indicators of students’ writing processes are considered

desirable by multiple stakeholders for providing feedback on the writ-
ing process?
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RQ1(a): What are the desired indicators per stakeholder group?
RQ1(b): What are the similarities and differences in the desired indica-

tors across stakeholder groups?
RQ2: How can indicators of students’ writing processes be integrated

into (computer-based) learning and teaching practices?

Method

Participants

Five participatory sessions were conducted with the five representative
groups of stakeholders. In total 25 stakeholders participated: four univer-
sity teachers, five bachelor students, six PhD students, six professional
development staff (teacher trainers), and four writing experts (writing
researchers). The bachelor students were recruited via the university’s
participant pool. The teachers and professional development staff were
recruited by email via the university’s language center. The PhD students
and writing researchers were recruited via the authors’ personal network.
Both bachelor and PhD students were selected based on whether they
completed an academic writing course. Teachers were selected based on
their years of experience (>10 years) in teaching academic writing, pro-
fessional development staff were selected based on their years of experi-
ence in teacher training (>5 years), and writing experts were selected
based on their years of experience in writing research (>2 years).
Students came from the fields of Sociology, Communication, Cognitive
Science, and Artificial Intelligence, and were a mix of L1 and L2 writers
(i.e. three students were L1 English writers; five were L1 Dutch and L2
English writers; and three were L2 English writers). Teachers and profes-
sional development staff worked across a wide variety of fields, including
Arts, Social Sciences, Business, Law, Science, and Engineering, teaching
both L1 and L2 writers.

Materials and procedure

After the participants provided informed consent, participants were
asked to fill out a short demographics’ questionnaire. Thereafter, the
goals, procedure, and rules for the focus group were explained. The focus
group consisted of two parts, focused on the respective research ques-
tions. For these two parts, a semi-structured, open-ended schedule
was developed.
The first part focused on capturing participants’ perspectives on the

writing process and how evidence about the writing process could be
used to support teaching and learning. In the sessions with teachers,
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writing researchers, and professional development staff, two questions
were asked in the following order:

1. What do you think an instructor would like to learn about students’
writing processes?

2. What do think would be useful to show a student about their writ-
ing process?

For both student focus group sessions there were three questions:

1. What would you, as a student, like to learn about your writ-
ing process?

2. What do you think an instructor would like to learn about students’
writing processes?

3. What do you think an instructor should not see about students’ writ-
ing processes?

To avoid social pressure, participants were first asked to write down
their ideas on sticky notes (one idea per note). Participants got two
minutes per question. Thereafter, they were asked to read their ideas out
loud and discuss them (10minutes). Participants were encouraged to
write down new ideas if needed and they were asked to cluster the sticky
notes with similar ideas, and to name these clusters. Lastly, participants
were asked to vote for what they consider were the three ‘best ideas’.
In the second part, participants were asked to write a use case of an

intervention using one or more of the ideas generated earlier. An exemplar
was first shown for them to understand the expected format of their use
case (e.g. see Table 1). Then, participants had 10minutes to write their
own use cases, emphasizing the context (learning design of the learning
situation), state and form of the intervention (tool set, strategies/actions
needed and by whom?), and expected outcomes. Afterwards, participants
were given 10minutes to discuss and expand their cases.
By the end of the session, participants had the possibility to add any

further ideas or ask questions in a debrief. All sessions lasted

Table 1. Example of the use case for an intervention provided to the participants.
Question Example

Context of the
intervention

I have to complete a writing assignment within a specified word limit

When I am working on the assignment, and I exceed the word limit
What An automatic tool within the word processing software
Who (Addresses) Me
How (By) Providing a pop-up stating that I exceeded the word limit and have to cut some

words before submitting the assignment
Why (Outcome) To make sure I will not submit a writing assignment which is too long.
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60–75minutes and were moderated by the first author of this article. To
minimize the influence of the moderators’ viewpoint on the discussion,
participants were encouraged to moderate the discussions by themselves.
When necessary, the moderator only asked open format follow-up ques-
tions, such as: Could you provide some more details? or Why do you feel
this is important?

Analysis

NVivo was used to transcribe the audio recordings of the sessions and
for the qualitative analysis of the transcripts, sticky notes, and use cases
(NVivo, 2015). The names of the clusters of sticky notes produced by
participants were used as topics of desired indicators following an
inductive thematic analysis approach (Braun & Clarke, 2006), in which
codes emerged from participants’ discussed topics. The dialogue of par-
ticipants while generating the notes was then coded using these topics,
allowing us to interpret the (clusters of) sticky notes in the context of
the dialogue. Using the coded transcripts and sticky note clusters, the
first author analyzed which indicators were most important, and which
were highly connected to other concepts. The importance of a topic was
determined by the number of sticky notes and votes on that topic. The
connectedness of the topics was determined based on the co-occurrence
of topics in the conversation.
The prevalence of topics was then compared across the five groups of

stakeholders. To compare the topics generated in each session, they were
mapped to the theoretical model of writing, developed by Flower and
Hayes (1981), which distinguishes the three cognitive processes in writ-
ing defined above (planning, translating, and reviewing). We also
included the ‘monitoring’ process, which describes the strategic or self-
regulation processes controlling these three cognitive processes or the
writing process in general which monitors the writer across the cognitive
processes. All topics were mapped into one of the three writing processes
or into the monitoring process. Additionally, we indicated whether a
topic was discussed in the context of an aspects of the writers’ task envir-
onment, as defined by Hayes (2012): (1) collaborators and critics; (2)
transcribing technology; (3) task materials and written plans; and (4) text
written so far. The mapping of the topics into the theoretical models of
writing was conducted by four of the authors, via thorough discussion
and developing consensus.
Previous work on stakeholders’ perceptions of academic writing distin-

guished lower-level indicators, related to behavior and higher-level indi-
cators, related to cognitive processes (Lea & Street, 1998; Norton, 1990).
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Therefore, the same four authors categorized the topics in terms of the
level at which the indicators of the writing processes were discussed, via
thorough discussion and developing consensus. Topics were coded as
behavioral when behaviors or actions were described, while topics were
coded as cognitive, when the topics were related to cognitive processes,
e.g. when the dialogue around this topic mostly consisted of words such
as develop, ideas, thoughts, understand, and experience (e.g. how do ideas
develop?). During the discussion, a clear distinction emerged between
lower-level and higher-level behavioral indicators, and hence these were
coded as separate categories. Specifically, the topics were coded as low-
level behavioral indicators when the dialogue around this topic solely
consisted of words related to frequency (the number of), total time spent,
or occurrence of behavior (e.g. do they plan?). The topics were coded as
higher-level behavioral indicators when they went beyond the lower-level
metrics by describing the indicators in the larger context of writing, for
example by describing a sequence of behaviors (e.g. how do students
plan?), behavior in relation to the writing product (e.g. which sections
required a lot of effort?), or behavior in relation to time or the writing
process (e.g. how do revisions change over time?).
Lastly, the use cases were analyzed. We compared the main focus of

the use cases in each focus group, in regard to how stakeholders’ ideas
can be integrated into the learning design. We especially contrasted the
desired properties of the tool, the strategies and actions needed, and the
actors involved in the intervention.

Results

This section first presents the topics of desired indicators of students’
writing processes per stakeholder group. Next, the indicators are com-
pared and contrasted across the stakeholder groups. Lastly, results of the
analysis of the use cases are presented, which indicate stakeholders’ opin-
ions on how these indicators can be integrated into learning and teach-
ing practices.

Identifying topics of desired indicators per stakeholder group

Bachelor students
The bachelor students wrote a total of 40 ideas on sticky notes. These
were categorized into nine topics (one idea was left uncategorized
because the students argued it was not related to the other ideas). An
overview of the topics, ordered by the number of sticky notes, followed
by the number of votes is shown in Table 2. Although only discussed
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once, typing patterns received the most votes and sticky notes of all
topics. This topic was mostly related to keyboarding skills and was the
only topic that was considered desirable for both students and teachers.
Planning was rated as second most important topic. The students would
like teachers to know how they prepared and planned for the task and
what their initial ideas were, especially to be able to receive feedback on
these ideas. In addition, students would like information on the number
of words and characters typed, categorized as general structure, to be
able to determine whether they met the assignment requirements.
In general, students stated that teachers could use the information on

students’ writing process to improve instruction. For example, a student
stated this as follows: ‘… in terms of sentence framing, grammar usage,
APA style, fonts and stuff, the teachers would want know what students’
exposure is on these kinds of terms. And I think based on that, you could
build a lecture or a class around it’. The students differed in opinion
whether certain aspects of the writing process should remain invisible to
teachers. Some stated there was nothing they wanted to hide, but others
noted that they would not like the teacher to know about the grammat-
ical errors they already fixed. Students were especially worried that insuf-
ficient time spent, or a messy draft could negatively influence the
teachers’ perception on their writing.

PhD students
The PhD students wrote 36 ideas and categorized those into eight topics
(two ideas were uncategorized; Table 3). Time or productivity were the

Table 2. Topics identified in the bachelor students focus group (N¼ 5).

Topic Sticky note example Who
Number of sticky
notes (participants)

Number of votes
(participants)

Typing patterns Information on typos,
grammatical issues

S, T 7 (3) 3 (3)

Planning What my first ideas were, before I
started, to understand it better

T 6 (3) 3 (3)

General structure Number of words S 3 (2) 3 (3)
Draft version The parts (paragraphs) that I

struggled with
NT 3 (2) 2 (2)

Sentence structure How often do you change
your sentences

S 3 (2) 2 (2)

Analysis of text Which mistakes are being made
the most

T 8 (2) 1 (1)

Register Highlight words that are part of the
academic register

S 2 (1) 1 (1)

Time How much time I spend making on
making my assignment

NT 4 (3) 0 (0)

Errors and judgement How many mistakes you make in
one writing assignment

NT 3 (3) 0 (0)

Uncategorized Summary graphs, statistics S 1 (1) 0 (0)

Note. ‘Who’ indicates who should (not¼N) have access to the data: T¼ teacher, S¼ student.
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central themes addressed at several points throughout the discussion.
Students were interested in how they could reduce ‘staring at an empty
screen time’ and whether it would be possible to predict the best time of the
day to write. The main goal of this was to be more productive or postpone
less. The PhD students considered that information on time and productivity
should not only be available to themselves, for time self-regulation, but also
to their supervisors. This was stated by one PhD student as follows: ‘I would
really like my supervisors to be able to help me to produce something earlier’.
However, some students disagreed with that viewpoint. They rather not let
their supervisors know how much time they spent on writing, or whether
they wrote in the middle of the night, because they did not want to get
criticized on this ‘unhealthy work habit’.
In addition, the PhD students were interested in their revision behav-

ior, by detailing where and when they revised. In particular, they were
interested in how feedback and comments from supervisors or reviewers
affected their writing, both positively and negatively. Some PhD students
argued they did not want to disclose this information to their teachers.
A student stated ‘I do not want [my supervisors] to know that I don’t
agree with what I’m writing [… ] sometimes you just want to please your
supervisor. —I specially have this with reviewers as well’. Again, some
PhD students disagreed and said they had nothing to hide.

Table 3. Topics identified in the PhD students focus group (N¼ 6).

Topic Sticky note example Who
Number of sticky
notes (participants)

Number of votes
(participants)

Planning time What time of day do I do my
best writing and is this
consistent/predictable
for me

S, T 2 (1) 4 (4)

Number
of revisions

Number of revisions
per paragraph

NT, S, T 8 (4) 2 (2)

Supervisor effect How affected am I by
previous reviews

NT, T 6 (3) 2 (2)

Empty screen time Total time spent in general
(staring at it)

NT 5 (4) 2 (2)

Speed of writing How much time did I spend
on each sentence

S, T 4 (4) 2 (2)

Content of
the revisions

Type of revisions in terms of
sentence structure or
paragraph
structure, content

S 3 (3) 2 (2)

Planning structure In which order do I write the
typical research paper?

S, T 5 (5) 1 (1)

Change over time Change in writing over time,
does it speed up/improve

S 1 (1) 0 (0)

Uncategorized How did I decide what info
made it to the text (esp.
literature section)?

T 1 (1) 2 (2)

Uncategorized Style/discipline style. More or
less passive.

T 1 (1) 1 (1)

Note. ‘Who’ indicates who should (not¼N) have access to the data: T¼ teacher, S¼ student.
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Teachers
The teachers wrote 37 ideas and categorized those into 10 topics (see Table
4). They provided detailed headers and, accordingly, most topics were dis-
cussed only once. The teachers were mostly interested to provide students
with information on their language, especially regarding style or ‘language
that is not necessarily incorrect’. For example, feedback could be provided
on how to improve the text by making the language more formal or using
a wider variety of sentence structures. They stressed that this feedback
should not be directive, but rather should focus on what could be improved.
In this way, students still need to think about how to improve the language
and style.
Teachers were interested in improving their own instruction about the

linearity of writing. For example, some teachers would like to know in
what order the different sections were written by the students.
Additionally, they wanted to gain an understanding about how feedback,
and specifically peer feedback, can play a role during revision. One
teacher suggested that it would be useful to reflect on evidence to answer
the following: ‘How do students use feedback to revise their work? Do they
go through comments one by one, or do they focus on one type of error
comment?’. In addition, the depth of students’ revisions was highlighted,

Table 4. Topics identified in the teachers focus group (N¼ 4).

Topic Sticky note example Who
Number of sticky
notes (participants)

Number of votes
(participants)

Making changes
in language

Show instances where the
student can improve
language that is not
necessarily incorrect

S 7 (3) 3 (3)

Linearity of the
writing process

How linear their writing
process is

T 3 (3) 3 (3)

Use of feedback
during revision

To what extent students
make significant changes
to draft versions

T 5 (4) 2 (2)

Just do it! Never start with the opening
sentence. Just write!

S 5 (2) 1 (1)

Making changes
in content

Where and how their
argument works/does
not work

S 3 (3) 1 (1)

Students’
perceptions
of writing

Which aspects of writing
they enjoy

T 3 (2) 1 (1)

Using
peer feedback

How to give correct feedback
on texts of other students

S 1 (1) 1 (1)

How students start
the
writing process

Do writing plans really help
the student?

T 6 (4) 0 (0)

The pre-
writing stage

How to start writing. E.g.
finding resources and how
to start

S 3 (2) 0 (0)

Using genre
conventions

How would students define
an academic writing style?

T 1 (1) 0 (0)

Note. ‘Who’ indicates who should have access to the data: T¼ teacher, S¼ student.
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such as the significance of the changes and the difference between lan-
guage versus content revisions.

Professional development staff
The professional development staff wrote 46 ideas spread over 11 topics
(Table 5). A main theme in the first two topics was source-based writing,
or how students use information in their writing (using evidence). These
topics were also highly related to reading. For example, a staff member
rose the following question that would ideally be desirable to be
addressed with evidence: ‘What kind of information do students extract
from literature and how do they extract this?’. The professional develop-
ment staff would like to provide this information to students, to show
them how to map their evidence, and how to use resources judiciously;
but also, to teachers, to determine whether students needed additional
instruction. For example, a staff member suggested this could be
achieved by providing them workshops on reading into writing to
‘scaffold the reading, evaluating, and synthesizing processes’.
The concepts of reading into writing and using evidence were also

related to plagiarism. A staff member mentioned: ‘We assume that every-
one is going to draw on published readings for assessments in some way,
or readings provided by the lecturer, but I want to know, what else are
they using?’. In addition, the professional development staff highlighted
the critical role of metacognition for students to understand the processes
involved when writing. They would like students to know whether they
are on the ‘right track’ or provide information on what steps they need
to go through when writing an assignment.

Writing researchers/specialists

Lastly, the writing researchers generated 22 ideas, which were grouped
into seven topics (one idea was uncategorized; Table 6). First, they would
like teachers to know where students struggle during the writing assign-
ment. This idea was rather clear for all researchers and only discussed
briefly. Second, time was a recurring theme during the discussions. Time
was discussed in terms of duration, or the time spent on the assignment,
but also in terms of the order of the different activities during writing,
such as when students think and reflect on their writing. In addition, the
periodicity of writing was discussed. ‘Did they write everything at once,
or in regular or irregular chunks spread over a period of time?’.
Third, researchers were interested to gain information on students’ revi-

sions; whether these are good enough to improve writing quality. The main
goal was to encourage students to engage in critical thinking, to ‘help

COMPUTER ASSISTED LANGUAGE LEARNING 15



students write more critically rather than descriptively’ or to simply think or
revise more, or to revise at deeper levels. This was also related again to the
time spent on writing, as shown in the following statement from one of the
researchers: ‘Give [the students] a little bit of information on how much time
they spent and how much time the other students are spending. And then
suggest them to reflect on what they have written so far’.

Comparing topics of desired indicators across stakeholders

To compare and contrast the topics across stakeholder groups, the topics
were mapped into the planning, translating, reviewing, and monitoring
processes. In addition, they were ordered in terms of the level at which
the indicators were described: low-level behavioral; behavioral in relation
to time (ordering, scheduling) or the writing process; or higher-level cogni-
tive. Figure 1 depicts the mapping of the topics and shows several simi-
larities and differences between the topics discussed. All stakeholders
discussed the three writing processes: planning, translating, and review-
ing as well as the monitoring process. In addition, all stakeholders
emphasized time. Lastly, all focus groups discussed topics related to the
task environment and discussed both behavioral and cognitive indicators
of the writing process.

Table 5. Topics identified in the professional development staff focus group (N¼ 6).

Topic Sticky note example Who
Number of sticky
notes (participants)

Number of votes
(participants)

Reading
into writing

How do students integrate the
literature/evidence?

T 7 (6) 7 (6)

Using evidence How to synthesize sources into writing? S 4 (4) 3 (3)
Understanding

the task
Is the student answering the question

in the assignment?
S 2 (1) 3 (3)

Understanding
the process

What steps do I go through when
writing an assessment?

S 8 (5) 2 (2)

Planning,
organizing ideas

How students’ ideas/concepts develop
as they plan, draft and revise?

T 2 (2) 2 (2)

Time How long does it take to write an
assessment from start to finish?

T 4 (2) 1 (1)

(Pre-)reading What and how do students read? T 5 (4) 0 (0)
Editing Where they need to proofread

and edit?
S 4 (3) 0 (0)

Writing, drafting,
revising process

When does most in depth revision
occur? (between 1st/2nd, etc.)

T 4 (3) 0 (0)

Structure How they approach the structure, i.e.
which section do they address first?

T 3 (3) 0 (0)

Appropriate use
of resources

What kinds of readings/texts are
students using (e.g. published or
other students’ assessments)?

T 1 (1) 0 (0)

Planning How they plan or didn’t, e.g. overall
structure of the document

S 1 (1) 0 (0)

Addressing
the task

The extent to which students
understand and address the
assignment questions

T 1 (1) 0 (0)

Note. ‘Who’ indicates who should have access to the data: T¼ teacher, S¼ student.
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Several differences were found across the stakeholder groups:

� First, some stakeholder groups focused more on behavioral indicators
(first row in Figure 1), while others focused more on cognitive indi-
cators. Bachelor students discussed mostly low-level behavioral indi-
cators (e.g. number of keystrokes). PhD students also discussed
behavioral indicators, but usually in relation to scheduling time or
the writing process (e.g. what is the best time of the day to write).
Teachers, writing researchers, and, especially, professional develop-
ment staff discussed higher-level cognitive indicators, such as the
understanding of the writing process or critical thinking.

� Second, the different aspects of the task environment (e.g. task sour-
ces or collaborators/critics; rectangular boxes) were not discussed by
all groups. For example, the task description was only discussed by
the professional development staff, while the text produced so far and
collaborators/critics were only discussed by bachelor students, PhD
students, and teachers.

� Lastly, some stakeholder groups argued that a certain topic would
only be of interest for either students or teachers (indicated by an S
or T in Figure 1, respectively), but not for both, while other groups
considered that the topics would be of interest for both. For example,
the professional development staff thought it would be useful for stu-
dents to know whether they understood the task, while it would be of
interest for teachers to know whether the students addressed the task.

A closer look into the discussions revealed one additional key differ-
ence between stakeholders in terms of the terminology each group used.

Table 6. Topics identified in the writing researchers focus group (N¼ 4).

Topic Sticky note example Who
Number of sticky
notes (participants)

Number of votes
(participants)

Being stuck Where students struggle, e.g.
answering the question, formulating
an argument

T 3 (3) 3 (3)

Time How much time students spend on a
particular assignment

T 3 (3) 3 (3)

Revision types, levels Suggested revision types and examples
in their own text of where they’ve
done them

S 3 (2) 3 (3)

Planning Did they plan well enough before
starting to write?

S, T 3 (2) 1 (1)

Macro edits Moving text to build cohesion S, T 4 (2) 1 (1)
Critical thinking Where the core thesis changed

substantially
S 4 (2) 0 (0)

Academic integrity Alerts to large chunks of text posted in
from somewhere - cheating?

T 1 (1) 0 (0)

Uncategorized Their writing behavior/patternsþ how
this can be improved

S 1 (1) 1 (1)

Note. ‘Who’ indicates who should have access to the data: T¼ teacher, S¼ student.
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These differences were especially apparent in discussions around time,
planning, and revision. For example, all stakeholders discussed time in
terms of duration, or how long it took to write. However, while most
stakeholders reported duration was something the teachers should see,
bachelor students specifically stated that teachers should not see this. All
stakeholders except from teachers discussed time in terms of the time
until the deadline or when the student started to write. All stakeholders,
except from bachelor students, discussed time at a deeper level. On the
one hand, teachers and writing researchers mentioned the ordering of the
writing process, such as at what points in time students stop to reflect
and revise, and the ordering of the writing product, such as which para-
graph was written first. On the other hand, PhD students focused on
scheduling writing during the day and over multiple sessions.
Likewise, different conceptualizations and properties of planning and

revision were discussed. Planning was discussed in terms of planning
structure, content, or language use, where planning structure was most
often discussed. Planning content was only discussed by PhD students,
teachers, and professional development staff, while planning language
was only mentioned by professional development staff and bachelor stu-
dents. Revision was discussed in terms of the different characteristics of
revision. Depth of revision, such as surface-level versus structure or docu-
ment (deep-level) changes was heavily discussed by all stakeholder
groups, but with different terminologies. Other properties of revision dis-
cussed were included: the temporal location of revision, when revisions
were made (PhD students, professional development staff, writing
researchers); the spatial location of revision, such as which parts have
been revised (PhD students, writing researchers); the quality of revision
(professional development staff, writing researchers); and the order of
revisions (teachers).

Integration into the learning design

After identifying the desired indicators for the stakeholders, we examined
how these indicators could be integrated into learning and teaching prac-
tices, by designing use cases. Interestingly, most stakeholders within the
same focus group choose the same or a similar idea to integrate into the
learning design. All use cases consisted of tools that would not ‘fix’ a
given problem, but rather would advise or suggest strategies to address
the problem.
Specifically, professional development staff would like to have a tool to

help students during reading, for integrating resources in their writing,
and for synthesizing evidence. This tool would need to automatically
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pop-up during reading and writing, and help students by scaffolding
reading into writing, with models, examples, guidelines, and strategies. It
would need to be tailored to the disciplinary context, and students might
actively choose what they want help with, and what kind of text (discip-
line) they are reading. The writing researchers proposed a similar tool, to
help students critically reflect on their text. A message would pop-up
when few or only low-level revisions are made or after a long time of
inactivity. The tool would address what could be improved by using
examples (from their own writing) and encourage students to critically
reflect on what they wrote so far.
The tools envisioned by the bachelor students and teachers were

focused on lower-level aspects of writing. Bachelor students envisioned a
tool similar to a spell-checker, built in into their word processing soft-
ware. The tool would flag incorrect referencing format, suggest words if
the student is struggling finishing a sentence, and suggest synonyms if a
word is not from the academic register. Teachers came up with a com-
parable tool, to flag informal words and suggest more formal words. In
this way, students would spend less time on these lower-level aspects of
the text and would have more time left for structuring their argument.
PhD students would like to have a dashboard, which keeps track of their
productivity and number of revisions per section, for each writing ses-
sion. This dashboard would be used before a new writing session, to
identify the most productive time of the day, which section requires
more attention, or the best time when to take a break.
Regarding the tools to aid teachers, professional development staff

would like to show videos of an expert’s writing process to first-year stu-
dents, to show how ideas develop over time. This would be used for work-
shops and instructions (face-to-face or blended) on strategies for
approaching and scaffolding reading and writing. Another tool mentioned
would measure the amount of critical reflection. This would be used to
inform instruction, by using models and examples to explain how to crit-
ically reflect on reading and writing within the specific discipline.

Discussion

In this study, we aimed to determine the indicators of higher education
students’ writing processes that are desirable to provide automated, per-
sonalized writing feedback for, and how this could be implemented into
the learning design. Ultimately, this can be used to inform the design
and development of (process-oriented) writing tools. The indicators were
elicited and use cases for these indicators were developed through par-
ticipatory sessions with bachelor students, PhD students, teachers,
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professional development staff, and writing researchers. All groups noted
a variety of indicators which were grouped into self-generated categories.
We mapped these categories into the planning, translating, reviewing,
and monitoring processes as described by Flower and Hayes (1981). In
addition, we coded the level of the indicators, ranging from low-level
behavioral to higher-level cognitive indicators. This classification proved
to be useful to compare and contrast the ideas between the different
stakeholders and resulted in four main findings. These main findings
and their implications for writing tool design as well as writing process
research are discussed below.

1. First, we identified which indicators are desired by different stake-
holders for providing automated feedback on the writing process.
Currently, many writing tools solely provide summative and forma-
tive feedback on the writing product, rather than the writing process
(Allen et al., 2015). Our findings provide insight into desirable fea-
tures and functionality to be considered in the development of a new
writing tool or to extend existing writing tools. All stakeholder groups
identified features in each of the major writing processes: planning,
translating, reviewing, and monitoring, as described by Flower and
Hayes (1981). Desired indicators for each of these processes, respect-
ively, were, for example, information on students’ planning strategies,
how students used evidence in their writing, the depth of revisions,
and students’ understanding of the task. These desired indicators
show which indicators may be prioritized to be automatically
extracted from sensing technologies such as keystroke logging, to be
included into writing tools. For example, the depth of the revision
was discussed by all stakeholders. Accordingly, a writing tool could
be developed to provide insight into the depth of the revision, which
could be used by students to support their reflection and by teachers
to provide more effective feedback.

2. Second, we showed that the level at which the indicators were dis-
cussed varied between the five stakeholder groups. These findings cor-
roborate previous literature, which also indicated that students and
teachers differ in their perceptions of academic writing (Itua et al.,
2014; Lea & Street, 1998; Wolsey et al., 2012). Students focus more on
lower-level indicators such as content and knowledge (Norton, 1990),
while teachers focus more on higher-level indicators, such as argument
and structure (Lea & Street, 1998; Norton, 1990). However, these pre-
vious studies mostly determined differences in perceptions of writing
in relation to the writing product. In the current study, we showed that
these differences also hold for perceptions of the writing process.
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Bachelor students focused on rather low-level behavioral indicators of
the writing process, such as the number of keystrokes. By contrast,
teachers, writing researchers, and especially the professional develop-
ment staff focused on higher-level cognitive indicators, including crit-
ical thinking and the understanding of the writing process.

3. Third, extending on previous work which identified two levels at
which indicators were discussed (Lea & Street, 1998; Norton, 1990),
we distinguished a third (intermediate) category, in which behavioral
indicators were discussed in relation to time or the writing process.
Researchers have argued that time needs to be considered when
studying writing processes, as it might provide information regarding
the purpose of writing processes or how sequences of cognitive proc-
esses differ across writers (Rijlaarsdam & Van den Bergh, 1996). For
example, both novice and expert writers might show the same fre-
quency of cognitive activities, but expert writers might know when
they need to engage in which activity. Indeed, we found that PhD
students more often discussed behavioral indicators in relation to
time, e.g. what is the best time of the day to write, compared to bach-
elor students. This indicates that bachelor students, to become more
expert writers, might need more active instruction to consider their
writing actions in relation to time and the writing process.

4. Lastly, next to the different levels at which the indicators where dis-
cussed, we also found that the terminology on similar aspects of the
writing process differed across the stakeholder groups. This indicates
that students might need additional explanations to understand the
higher-level aspects of the writing process. These explanations can
come from the teachers (e.g. face-to-face or blended, in combination
with the writing tool) or might be automatically triggered. Previous
work already showed that feedback related to specific parts in the stu-
dent text (specific feedback) is more effective and requires less mental
effort compared to general feedback (Ranalli, 2018). Hence, to pro-
vide better explanations of the writing process, it might be good to
tie the feedback to specific examples in the writing product.

Overall, these findings validate the usefulness of engaging multiple
stakeholders in the identification of the key metrics that could be
included into the design of writing analytics tools.

Implications for designing writing tools

Our findings have implications for the design of the writing tools. The
differences in terminology and levels at which the indicators were

22 R. CONIJN ET AL.



discussed further highlight the need for a human-centered approach
(Giacomin, 2014) and, hence, the need for stakeholder involvement in
the development of writing tools. In addition that, this indicates that
either a common language need to be created to talk about writing proc-
esses, or different interfaces need to be developed for different stakehold-
ers (Gabriska & €Olveckỳ, 2018; Teasley, 2017).
Finally, the use cases provide some practical implications for the (fur-

ther) development of writing tools and the integration into the learning
design. First, the tool should be tailored to the disciplinary context. The
tool should (preferably automatically) detect a problem, but should not
fix the problem, rather, it should provide instruction to address it.
Professional development staff still preferred this instruction to be face-
to-face or, if necessary, blended, indicating the importance of instructors’
willingness to adopt the technology into the classroom (cf. Link et al.,
2014). In addition, this indicates that the resulting intervention should
include both the detection of the problem (with the tool), as well as
instruction (with or without the tool). This further stresses the claim
made by Wise and Jung (2019) who also indicated the importance of
studying how tools are used in real educational contexts.

Implications for writing process research

The indicators identified in this study have important implications for
writing process research, as writing process research should determine
whether and how these indicators could be automatically extracted. This
can advance writing process research into a direction that might be more
suitable for writing instruction. Several of the indicators identified by the
stakeholders have already been extracted by keystroke analysis. This spe-
cifically holds for the lower-level behavioral features, such as the number
of keystrokes (e.g. Allen et al., 2016), total time spent writing (e.g. Bixler
& D’Mello, 2013), and the number of characters that stayed in the final
product (e.g. Van Waes et al., 2014). However, our study showed that
for providing automated and personalized feedback, it is critical to
extract these behavioral indicators in relation to time or when they hap-
pen in the writing process. For example, this includes indicators such as
the order of error revisions and the change in writing fluency over time.
To date, little work has examined the temporal aspects of the keystroke
data, with some exceptions (Likens, Allen, & McNamara, 2017; Xu, 2018;
Zhang, Hao, Li, & Deane, 2016). Therefore, we suggest future work
should focus on sequence mining and temporal analysis of the keystroke
data, rather than only extracting summarized frequency metrics.
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We also showed that higher-level cognitive features are considered
desirable for providing feedback, such as how students synthesize evi-
dence sources into their writing or how their ideas and concepts develop
over time. Some of these indicators might not be accessible via keystroke
data and thinking-aloud or structured reflection and planning tasks
might be more suitable methods. Alternatively, these aspects can be
explicitly addressed in writing instruction, as part of a pedagogical
approach that focuses on writing processes. To further fill the gap
between keystroke data and cognitive processes, and especially to provide
feedback, future work should investigate these data in combination with
other sources of contextual information (Galbraith & Baaijen, 2019). For
example, natural language processing on the text composed during the writ-
ing process in combination with temporal analysis could be used to extract
different features related to revision, which could indicate the depth, timing,
and location of the revision (see e.g. Zhang & Litman, 2015). In this way,
the indicators within a writing tool will be better aligned with the desires or
pedagogical intentions of the educational stakeholders.

Limitations

The findings in this study are limited in two ways. First, we only ana-
lyzed five stakeholder groups. Within these groups, all students came
from similar disciplines, while the teachers had different backgrounds.
Disciplinary background has shown to have an impact on teachers’ opin-
ions on most important elements of students’ writing (Lea & Street,
1998) and on students’ conceptions of essay writing (Hounsell, 1984,
1997). Therefore, additional focus groups with different disciplines could
have resulted in more and other indicators. However, we did not aim to
provide a full overview of all indicators desirable for providing feedback.
We showed how a participatory approach could provide insight into
what types of indicators are considered useful and how this could be
integrated into the learning design. A possible future step in the design
process would be to feed these insights back to the stakeholders, to com-
ment on each other’s insights and close the feedback loop.
Second, we focused on indicators that would be considered desirable to

provide automatic and personalized feedback. However, desirable indicators
are not necessarily technically feasible or useful indicators. This study
described the first step into the development of a process-oriented writing
tool and hence additional iterations of evaluation and prototyping are neces-
sary to further specify the indicators, the design of the tool, and the integra-
tion of the tool into learning and teaching practices. For the indicators
specifically, future work needs to determine which indicators can be
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automatically extracted (see also Implications for writing process research).
In addition, the indicators do not necessarily improve writing proficiency
and might not even have an impact on writing quality of a specific writing
product. Although several studies have shown that indicators of the writing
process have a relation with writing quality (e.g. Allen et al., 2016; Xu,
2018) and several writing tools have shown to improve motivation or writ-
ing quality (Cotos, 2015), the evidence is still limited and usually generalized
over a whole tool, rather than for specific indicators. Therefore, future
(empirical) studies are necessary to evaluate whether these indicators can
positively impact writing and how these should be integrated into the learn-
ing design to positively impact writing.

Conclusion

This article, in contrast to user-centric evaluations of specific writing
tools conducted after the development, presented a participatory
approach that happened before the development. Through an illustrative
study, we showed which indicators are considered desirable by students,
teachers, writing researchers, and professional development staff to pro-
vide automated, personalized writing feedback in higher education.
Bachelor students focused mostly on lower-level behavioral indicators
and PhD students mostly on behavioral indicators in relation to time,
while teachers, writing researchers and professional development staff
focused more on higher-level cognitive indicators. These lower-level
behavioral indicators can be extracted automatically using keystroke log-
ging. However, it is important that writing process research goes beyond
these lower-level features, focusing on temporal analysis of keystroke
data and natural language processing of the text written so far, to gain a
better understanding of the relationship between keystroke data and cog-
nitive writing processes. This can inform the design and information
necessary for the development of writing tools. Future work should fur-
ther analyze how information on the writing process may be incorpo-
rated into writing tools and the learning design. We showed how
stakeholder involvement in the form of a participatory approach can be
valuable to further this goal.
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